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A fundamental objective of structural dynamic engineering Is to
understand the behavior of physical structures subjected to field
envlronmentsm In practical situations, many structures execute nonllnear
motions, and under the Influence of extreme excitations structures often
show strongly nonllnear responses. Recent Investlgatlons have shown that
the Volterra model provides a means for system characterization that holds

/ great potential for the dascrlptlon of nonlinear structural response.
Slmulatlons have shown that when the Vol:erra model of a st~’uctura Is ,,
available, It can provide a reasonable match to nwrlcally simulated ,
nonlinear response. The present investigation considers the Identlflcatlon
of ~he.functlcns used In the Volterra nmdel for physical structures tested
1P the laboratory. It Is shown that the frequency domain fotm of the
Volterra functions can be estimated directly using measured excitation and1
response data. A coherence-like measure of the observed structural
response and thq nonlinear model Is des~eloped, and It Is shown that this
quantity can be used to evaluate th’~ accuracy of the nonllnear structural
model . Finally, the characterlstlc:~ of structures most suitably modelled
by the Volterra series are discussed.
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introduction

Though all real mchanicsl systerm excited by
field inputs display amx degree of nonlinear
responee , the nmjority of ●ll rmchanical
engineering dynamic mrmlyses perfomd, asatum
that the structure under consideration is linear.
Further, the algorithm used to control laboratory
shock and vibration tcata -SRUIE structural
linearity. !v, ma~ situations the llnearity
assmxption is oatiafactory. I-kmever, when
i.ncreamed analytical or test precieio~ iw
required, or when a rmchanical symtun dioplayo
substantially nonlinear behavior, it my be
advantageous to use a nonlinear nmdel for the
system.

Structural nonlinearity can be trated in
several different ways. In the an~lytical
iramcvmrk, sets of equationa that rmdel #pacific
nonlinearities in nmchanical sycttztm hre often
developed and approxktmte molutlon~ ~stmbllahed in
closed form. (See Referen~es 1 and 2.) Men the
equations of mtion cannot be solved iiJ closed
form then numrical solution techniques nre
scxnethms developed. (See, for exnnple,
Reference 3.) Another general approach to Lhe
solution of nonlinear problczm iE to umdel a
structure using a general nmthamtical nmdel vAose
featurem IMY be rrmde to rmtch the characterlarica
of a mchanical syctcm.

Examples of gentral rmtharmLical rmdelm for
nonlinear aystm are the Volterra, Wiener, ●nd
hanmnlc generating transfer function (lE?TT)
rrmdela, and the nonlinear autoregreOe lvemving
average (AJMi), and the threshold nonlinear Al&44
rrmdela. ‘I%ese general approaches to system
rmdcillng arc powrful and uaafu; because they CM!I
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be used 1:0 rrmdel entire classes of nonlinear
systanbthnvior. (See References 4 through 8.)

Meu the functionn req~ired to characterize a
rncchanicul aystan, iiI Lhe irarmw rk of a general
rmthamt ical nmdcl, are hcnm, then the behavirr
of the a:yatcm can be described (and perhaps
controlled) in the general fr~ rk of the
rrmthamtical nmdel. This is advantageous *en th~
mpecific rmthamtical form of a eystan
nonlinearity is unknovm, yet it is req’lired to
predict or control the aystm rem~nze.

This paper studies the Volterra and I-GIT
rmdels for nonlinemr structural fiystarm. An
efficient rmthod for emtirrmting the frequency
dcamin functions of the nmdels is developed, tnd
the use of this technique is dmmnstrated for a
structuIe with%cubic 8 nonlinearity. Amthc,d for
using o:dinary coherence to esttblish tb: accuracy
of a nonlinear nmdel is al~o developed. Finally,
a discui:aion of the Volterra tmdel and its
practic~[l use in analy~it and testing is
presented.

Idemtif].cation of Volterra hbdels

Tht Volterranmdel for a nonlinear system is
expressud by the equation

~erc z(t) is the structural response at a point,
x(t) 10 the excitation, and h{])(tl, . . ..tj) is the
Jth order, j-variate kernel of the Volterranmdcl.
The function h(l)(r) Is the ctruct~re hrqwlce
response function, and the higher order Volterra
kernala can be !hought of ● n higher ordor h.rqmloc
reapon-e functions.

The Fourier transform of a tirm function
reveala the eource of Its pcmmr in the frequency
dcamln. Fourier transfonrmtlon Of both sides of
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(1) yields (See Reference 5.)

+ . . .

vhere Z(f) and X(f) art the FoL*rier tranwforma of
z(t) and x(t), respectively, md H(j)(fl, . . ..fn)
is the j-fold Fourier transform of
h(j)(tl, . . ..tj). H(l)(f) is the frequency
response function of the structure, and the higher
order terms, H(j)(fl, . . . ,fj), can be thought of as
higher order frequency response functiorm. me
H(j)(fl ,.. .,fj) will be referred to as the
Volterra frequency function-, and t?ey are the
coefficients in an expremoion that characterizes
the Fouxier transform of the response as a p-r
series in the Fourier transfom of the excitation.
Because the Fourier transform is unique, (2) can
be u~ed to ccxrqmte the responme as vmll as (l).

Several ●pproaches to the identification of
the Voltcrra kernels have been establlahed for
both the analytical and the experhmntal cnscs.
(See References 5 and 6.) The Volterra frequency
functionm can ● lso be tstirmted uming an
experi.tmntsl ●pproach. To develop ● uxthod for
the Identification of the Volterra frequency
furictlonsv+m consider the discrete formof (2).
It in

+

In chic cxprcmslon it 10 ssowmd that the Fourier
ttsnmfolm are discrete Fourier transform (IXT)



of discrete tixm fmctions like xj, j-0, . . ..1.l,
defined at tinms, tj-jdt, j-0, . . ..l-l. The WI%
are defined at frequencies fk-k/nat, k-O,.. .,n-l.
Zk, Xk, and H(j)kl, . . ..kj. correspond to the
functions Z(f), X(f), aud H(j)(fl, . . ..fj).
respectively. The Volterra frequency functions,
H(j), have been written with a group of subscripts
follcmcd by a final oubscript ~eparated by a
sticolon. The first group indicates the incices
of the frequencies Mere the excitation
originates; the final submcript indicates the
frequency where the response is considered.
Because the smnof the first group equala the
final subscript, this notation is redundant.
Hmmve r, it mphacizes the source of the input
puwcr in relation to the response, and it
s~lifieu the generalization of the mdel to be
done later.

To identify the Volterra frequency functions
wc excite the structure under consideration with a
stationary, norrml randan process. The Volterra
frequency functions can be identified using a
sequenct of canputationm. First, w identify the
factions H(l)k. To do this, mltiply both rides
of (3) by Xm* and take the expected value of the
resulting expression. The result is

l%e orthogonality characteristic of the caqonents
of the IXT of a stationary randan process ws ‘~sed
co obtain this result. 71M orthcgcmality
characteristic is descr’bed in Reference 7, and,
in starxmry statas the following facts. WhenXk,
k-O ,. ..,1,1, are the ccxqonents of the IXT of a
stationary randan process: (1) The expected value
of the product of any odd nber of cmpmenta or
thtir cmqlex conjugates la zero. (2) Th?
expected value of the product of any pair of term
la zero except when their subscrip:a are equal and
one term Is the conjutiate of she other, (3) ‘l%e
expected value of the product of any quadruplt
temm !- zero except when paira of terms have
~qual subscripts and one tam in esch pair is
conjugate of the other, etc.

The first order Volterra flequency funct
can be obtained frmn @). lt 18

t of
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The higher order functions can be obtained in
a similar manner. To get the second order
Volterra frequenc~f ctions m nmltiply both
sides of (3) by and take the expected
value. The result is

where, again, the orhtogonality property of the
ela.tmta in the WI’ of a stationary randan process
has been used. lle second order Volterra
frequency function is

The third order Volterra frequency function
can be obtained using the aarm approach. lt is

lt, ,4 JL:47, . . ..H
Equaticua (5), (7), and (8) are used as the

basis for esthmting the Volterra frequency
functions, ln an experi.rmntal frarrmm rk (either
analytical or laboratory), the follcwing sequence
of operatloos can be used to establish eatinmtes.

1. Measure excitation and response signaln and
diucretize than.
2. Di%ide the signals into blocks, and m [he
signals. (The aaalyat nmywindtw the ~ignals,
first, if deoired. y use the FIT alhoritlxn
to perform the WT.)
3. J ing the CFT ccxrponents in tnch block, form
the products that appear in [tic ninwrators and
dencaninators of (5), (7), fntl (8)
4. Average the products cvet all blocks to obtain
the :~pected vslue eatim~:s.



5. Form the appropriate ratios of expected value
estimates to establish estimates of Vol~erra
frequency functions.

A ccanputer program that executes these
operations has been written, and S- results are
presented later in this paper.

A generalization of the Volterramdel, given
in (3), is possible, and easily described in terms
of the Volterrs frequency functions defined above.
It is known as the harnxmic generating transfer
function xmdel, and it was introduced in Reference
7. The rmdel is

Ilis rmdel adda a degree of canplcxity and a
degree of freedan to the Volterra mdel by using
an additional sm in each texm on the right hand
side. For example, in a second order term, the
response at frequency index k has the potential of
being produced by inpts at any pair of
frequencies kl and k2, not si.nply the frequencies
kl and k-kl, as in the Volterra rmdel. This
introduces the pctential for rmdelling subhamxmic
power generation. The frequency functions of the
MYI’Fnmdel can be identified using forrmlaa like
(5), (7) and (8), except that arbitrary
canbinationa of indices can be used before the
semicolon, and these are not necessarily related
to the response index following the san.lcolon.

Spectral Density

The spectral density of the response of an
W system can be established using (9). W
rmltiply each side of (9) by ita own ccxqlex
conjugate, take the expected value, then nornmlizc
the result by rrmltiplylng aach side by ~t/n. The
result is

(lo)



k ,.. #fL.: a,i.., kl-,

~ere (SZZ)k and (SXX)k are the spectral densities
of the response and the excitation, respectively,
at frequency fk. ‘lTie functions F(j) are
normalized forum of the IGI’F frequency functions
that elirnnate dependence of the estimates on the
analysis tirm period. Note in (7) and (8) that
the puwer of the tenm in the nmrator does not
nmtch the powr of the terms in the denaninator.
‘he functions F(j) are defined as

UAW ~=>At
and the occurrence of these functions in the
ccmqutations leading to (10) confirms the tirm
independence of the response spectral density.

The ccmputer program (nxntioned above)
executes this computation of (1) by estimting the
spectral densim of the nmasured excitation, then
using this reJult in (10) to obtain (SZZ)k
Results obtained frcxn the ccanputer code arc
presented later in the paper.

@herence Test for Nonlinear Models

W of the remsons for forming nonlinear
rmdels of mchanical sys:etna (like the Volterra
rmdel) are (1) to assist us in understanding
system behavior, ●nd (2) to pemit us to predict
responses to arbitrary excitations. To assure
ourselves that a nonlinear nmdel correctly
reflects the behavior of a aystern, it is necessary
to perform teats on the rmdel th~t confim its
validity. One such test, based on randan
excitation and response, might be described as
follcwm: (1) hbasure the excitation and response
of a structure. (2) Use the rmasurermnts t,,
identify the system pararmters. (3) Esthrmte the
spectral density of the rrmasured response using
standard statistical techniquca. (4) Cknpute the
spectral density of the response using the rmdel
and the nmasured excitation. (5) ~are the

*



response spectral densities frun (3) and (4),
above . I%e quality of thenmdel for predicting
the mplitude character of the response is
reflected by the close~jss of the match described
in (5). (@ly the amp: itude predicting ability of
the rmdel is tested because phase information is
ignored by the spectral density. )

It is also desirable to test the phase
predicting ability of anmdel, and an ordinary
coherence test that does this, in the randan
vibration framework, is described below. Let
{z(m)(t)} denote the randcm process that is the
source of the rmasured response, and let {z(c)(t)}
denote the randcm process that is the source of
the canputed response. Let (S(rn))k denote the
spectral density of {z(m)(t)}, and let (S(c))k
denote the spectral density of {z(c)(t)}. Let
(S(r.ic))k denote the cross-spectral density be-e
{z(m)(t)} and {z(c)(t)}. men the ordinary
coherence be-en the m randan processes is
defined

~($’))41 =

(12) ({1)2 =
, hBo .-., m-l

(?)k c SF) )4 ‘

If the rmdel exactly predicts the maaured
reeponoe, then the tvm randan pro

#
~aeg are

identical, and the mazmrator in ( ) is simply the
square of the response spectral density. Further,
the m spectral densities in the denaninator are
identical, and each equals the response spectral
density. ~erefore, the coherence i.a unity When
the randan process {z(c)(t)} does not yield,
exactly, th

k
randm process {z(c)(t)}, theu the

coherence ( ) is not one. The value of the
coherence reflects the quality of the nmdel in
predicting the rmasured response. In general, the
coherence is a strict ftmasure of the aixnilarity in
m randcxn processes.

‘Ilie estirmtion of the coherence can be
i.uplermnted in anmn.ner similar to the test
procedure described above. To estinmte the
coherence w repeat the first four steps Iiated in
the test sequence. Next, w use ?he nxaoured and
cmpted responses to eatinmte the croca-spectral
density be-en these tw r~ndan processes. (This
requires the use of a standard statistical
procedure.) Finally, w use the esthrmted
cross-tpectral density and the estinmted
autoapectral densities to form the ratio in (~=).

4.

The cmqmter program developed in this study



can perform the coherence caaputdtion, and the
results of an example are provided in the
Discussion section.

Application of Estitmtion Techniques to a
Classical Nonlinear Systetn

The rrmthods described in this paper for
estimating paramtera for the Volterra and WIT
nmdela and their associated spectral densities
have been applied to several nonlinear ayotms.
Typical results are illustrated by application of
the techniques to a classical single degree of
freedanaystcmwith a cubic stiffness
characteristic.

Description of the Nonlinear Systan

Since Fase excited aystans are cmm.mnly
encoun~ered in vibration testing and in acmx rmdal
applications, a base excited single degree of
freedm oscillator (with one rigid body tmde) was
chosen for this ex~le. A diagramof this system
is shcmm in Figure 1. The equations of rmtion

which describe this sys~tm are an follows:

vJher4 fit=~.a~@n= z=l~)x =btie difrl~c<mc+tt)i?-~-s dl’$ pldcemled, p ‘ MW6.

The aystan in excited by a base acceleration x“.
The cubic term is exercised to a degree where it
ia significant, but not dcxminant, TO achieve this
condition the systan is excited by a randan noise
input of approxinmtely 25 g’s M over a bandwidth
of about 700 Hx. The apectrsl density of the
systan input is show in Figure 2. Both the input
and response mpectrai densities for the aystan are
based on 8192 data points which are averaged in 32
blocks with 256 points/block. The effectiv?
saqling rate for the data is 2048 s~les/second
and the Af is 8 Hz. The spectral density of the
myetan output ia shmm in Figure 3. A resonant
peak is evident at approxinntely 130Hz ●nd a
second peak occurs ●t 390 Hz. The 130 Hz peak
represents the fundanmntal response of the system.
This resonance has been mhifted upward frcxn the
100 Hztiichwuld be expected for a linear system
by the stiffening effect of the cubic term. The
second peak at 390 Hx ia produced by third
hamxmic contributions frcan the 130 Hz resonance.

Slwctral tknalty Eothmtea Frm the Zkro, First
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Order WIT, and Chbic Volterr? hbdels

Zero Order Wdel Results

A linear systan in cazpletely represented by
its zero order transfer function. This transfer
function is ccanputed fraa (5) and the output
spectral density is then estimated using (10).
The system response ●nd the spectral density
cmpted frcan the zero order rmdel are ccrupared in
Figure 4. The coherenco bemmen the system and
umdel outputs Is sham in Figure 5. ‘he spectral
density esti.nmte frcan the zero order nmdel
provides a good erthmte cf the system response
frcan low frequencies up to frequencies in the
vicinity of 200 Heitz. Above 200 Hertz, and
especially in the 300 to 450 Hertz region, the
zero order spectral density cathmte is poor. his
is as expected, as the zero order nmdel does not
incorporate any mans of accounting for the
hanmnic generation that occurs in a cubic system.

First Order hbdel Results

‘l%e next step Innmc!eling the cubic system is
an estlnmtion oi the first orchr WIT terms.
llese terms are ccanputed fwn (5) md the
associated spectral densities are then calculated
using (10). The results of the spectral demity
ccquation based on this rawH(l) calculation are
shown in Figure 6. In contraat to the zero order
nmdel, *ich either cl~aely approxtitem or
undereathrmtes the response spectral density of
the system, the first order tmdel overesti.tmtes
the spectral den~ity everywhere except in the 300
to 45UHz region. In the process of estimating the
nmgnitude and phase of the first order transfer
function terms in (5) ●n ●verage over 32 blocks io
ccmqmted. The expected value of this ●verage is
zero if the magnitude of tho ~ term being
cmqmted is in fact insignificant. The variance
of the cmutation, based on the 32 ●verages, is
nonzero. In general for each IDIF estinmte a
nonzero spectral density will result even when the
true mmgnitude of the H71F tom 1s in fact
imignificant. O::recrinmtion of the spectral
density occurs dw LO a sunmtion of the spectr~l
densities canputed franmsmroua low level H(1)
tenm. To offset this problma contmidence test
is used to determine the mlgnificance of the H(l)
tenrm. Application of this te?t effectively
elhrdnateo ninny of the H1 term. At a confidence
level of 50 percent virtually ●ll of the H(1)
terms are eliminated and the result for the first
orde[ mdel im identical to that for the zero
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order nmdel. Using only first order temm, a good
fit to the reapcmse spectral density occurs at a
confidence level of 20 percent, These results are
show in Figure 7. Addition of enough first order
term to fit the third hamxmic response resul:s
in an overestin.mte of the apectrtun in the 50 to
200H2 region. ‘Ihi8 should be exp-cted since the
significance of the first order term in a cubic
systm should be minhml. In fact, the fit which
occurs to the third harnmnic peak using linear
terms is puzzling. In the ●uthor’s opinions, the
significance of the first order term in this sort
of analysis should be limited.

~ird Order Volterra Wdel Results

Volterra gransfer function terms wmre
ccaqwted usfng (5), (7) and (9). The response
spectral demity estirmte was then ccrnputed fran
the transfe: function using (10). ‘The results Ire
shorn in Figure 8where no terms have been dropped
(zero conf Idence level ). Goosing confidence
lewls frcm 10 percent tc 50 percent graciuaAly
reduces the lavel of the nmdel spectral density
until it 50 percent confidence there are no cubic
term Included and the response degenerates to che
zero order nmdel. Inherent waknesses in the
confidence test are believed to be the reaaon for
the low confidence levels at which rmny cubic
term are rejected. Since relatively few Volterra
term ●re included in the response spectral
density esthmte for the third order mdel, noise
terms are generally less significant than in the
case of the first order nmdel. Gherence was
ccsqwted for the cubic c-se ●nd It 1s quitu low.
Sam possible rea~ono for this low coherence ●re
discussed in the following section.

Phase ●nd Chherence hbasur~nts

To clarify the reasons for the luw coherence
obmerved with the cubic rmdel discussed above, a
phmce nmasurmmnt program-s @lmented. Since
the spsctral eotinmtea fran the third order
Volterra rmdel ●re ●ccurate, the lw coherence 1S
attributed to problmm in the phase esthmtes. The
ccaxqmted phsse for the tranafer function MS
c~ared to the phase of the symtan output for
each of the data blocks for both the Ilnear and
nonlinear nmdelm. ‘he nmsn and variance of the
difference bet-en the carqmted phace for the
transfer function and the phase of ekch data block

wat nmnmrlzed for varloua frequencies.
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Recall that resonance for the linear systan
occured at 100 H-z. For the nonlinear systm the
resont~ce is rmre difficult to define accurately
but lies In the 120 to 140 Ho+tz range. Phase for
the linear systan is as wuld be expected. Belcnv
reeonmce (32 Hz.) the systtnn input mnd output are
esaentiaily in phase and the block to block phase
variance is very 10W. At resonance the linear
system shum a mean phase difference bewen Input
and output of about -90 degrees (4.90 radians) and
above resonance the input and output are close to
pi radlann out of phase. llte greateat variance in
the phase tmasuramnts for the linetr system is
.53 radians at 100 I-IM+z. For the cubic eystan the
phase rm?asurermnts generally shuwa mch greater
variance (.36 to 1.28 rhdiana) even for the zero
order transfer function. Phaac differences for
higher order rmdels show ouch large variances
(about 2 radians) that assignin: a clear rrmaning
to the phase results 1s difficult. The large
variance of these results may bn explained by
considering the nonlinear nature of the resonance
in the cubic syatan. In this systun the resonant
frequency varies with input level. Gneequently
each block of data will cause the oystan to
exhibit a different reionant frequency. Since the
phase of i resonant system changes rapidly in the
vicinity of resonance it is rlear that rrmch rmre
variance in the input-output phase difference
would be expected for the cubic my-tan. This
variance is further rtmgnifled when higher order
trtnmfer functions ●re considered. In the cubic

rmdel the response phase muld be expected to vary
approxhrmtoly 3 tlrma an widely as the input
phase . ThIa is Indeed observed as the variance of
the input phase in the third order nmdel varieo
frmn .5 to 1 radian ●nd the variance of the output
phase v~rieo frcxtt 2 to 3 radians. Such wide
variations in phase response inevitably lead to
poor coherence estl.tmtes.

Gncluaions and Dimcuaaion

It ia clear frcm the ●bove results that the
nmthods outlined in th’m paper for ccmqmting
higher order tr

%
-for functions and opectral

denmitleo cart y Id acceptable results when
applied to a systmn with ● cubic stiffness
nonliaearlity. Spectral esthmtes obtained fran
the third order Volterra ternm nmtch the system
refiponse In the region of the third harrmnlc
reasonably W311. TIIO mlgnlflcance of the flrmt
order term it clearly open to quemtion due to the
addltiva effects of noise In the spectral

—--J+



estiumtes. Prediction of spectral responses using
the zero order transfer function is good in the
region of che fundamental response but poor in the
region of the third harnmnic renponse. Coherence
derived fran all esti.nmtes, zero through third
order, in poor in the region of the third hanmnic
response. Sine coherence is strcngly phase
sensitive, and ~ ince the mmgnitude reaultm are
fairly accurate, the low coherence is attributed
to poor esti.nmte of the phase af the response in
the 300 to 450 -z region.

Nonlinear systum present nnny problems in
analysis Men ccqared to linear systma.
Variations in “resonant frequency” and harnmnic
genertition are present oven in a relatively s~le
syotan with a cubic stiffness characteristic, For
systaoa exhibiting significant nonlinearity the
concept of the transfer fuction rmst be extended
to Include higher order tranafcr functions. l’%eoe
functions regulate the tranafer of ener~ frcrn one
frequency to ●nether. ‘hose transfer functions my
be defined in various fortm, including the
Volterra and HanmnIc Generating forma noted here.
Arwthod of eathmting tho~e higher order transfer
functions has been discutsed in this paper, and
the srcctral density estlmmtes resulting fran
using these tranrfer functions ccaxpred ts the
actual system response. Inherent problam In the
phase estirmtion techn~ques used here lead to lmv
coherence betvmen the systan output and the mdel
responses. Considerablewrk needs to be done in
further defining the opthml form of higher order
transfer functions for varloum types of nonlinear
fJyotazm.
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